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Spin Physics Detector
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Objective: to study the spin structure of the proton (p) and 
deuteron (d) and other spin-related phenomena in polarized 
p-p, d-d and p-d collisions.

• The expected event rate of the SPD experiment 
is about 3 MHz.

• This is equivalent to a raw data rate of 20 GB/s 
(or ~ 200 PB/year).

NICA (Nuclotron-based Ion Collider fAсility) 
Dubna, Russia

Detector diagram
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SPD Online Filter

Middleware complex "SPD Online filter" 

SPD Online Filter is a specialized hardware 
and software system designed for preliminary 
processing of SPD experiment data.

The system implements a multistage, high-
throughput processing method. 

The main, but not the only, goal of processing is 
to significantly reduce the volume of data for 
subsequent analysis and long-term storage.



Workflow management
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Multistage processing is a set of sequential 
stages of data processing. At each stage, a fairly 
large amount of data can be processed.

Each step, except the first, accepts the data 
processed at the previous stage and passes the 
results to the next, ensuring the transformation of 
information from one representation to another.

Example of sequential processing steps



Workflow management system (WfMS)

Workflow management system 
responsible for the definition of 
processing pipelines and control 
of processing stages workflow.
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WfMS's microservices

Workflow Manager – service for interacting with the 
operator, which defines processing pipeline templates.

Task Generator – service for generating a chain of tasks 
based on specified templates and data.

Task Manager – data management system (DMS) 
polling service for retrieving the datasets and sending 
them for processing to workload management system 
(WMS).

Workflow Scheduler – workload management system 
(WMS) polling service that monitors the status of task 
execution and controls the life cycle of intermediate 
datasets by sending requests for their deletion.

6WfMS architecture



Tech stack
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Interaction of microservices and database 
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• PostgreSQL is deployed on a 
separate virtual machine.

• Interaction with the database 
is carried out via REST API.

SQLAlchemy ORM
+

Asynchronous sessions and 
asyncpg

+
Alembic migrations



Workflow Manager

9User interface

• Backend: FastAPI
• Template engine: Jinja2
• Frontend: Bootstrap (HTML + CSS + JS)



Templates creation
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• Common Workflow Language (CWL)

• Template creation is only available to 
superusers (in particular, there is no 
button in the interface for a regular 
user).

• Pre-validation of templates using 
cwltools.

• Saving a template to the database.

Template creation page



Task Generator

11From template to task



Task Manager
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Submitting a task for processing



Workflow Scheduler
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• Logging: custom logger

• Containerization and orchestration via 
Docker and Docker Compose

Logging, containerization and orchestration
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Testing

• Users are granted the 
correct permissions

• Templates are validated 
and saved

• Tasks are generated and 
submitted based on input

• Workflows are correctly 
tracked

• States are created 
successfully

• Datasets are created and 
deleted in right way
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Results and plans for the future
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Thank you for your attention!
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Additional 
slides
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Database structure
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Database API
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• FastAPI

• Documentation and testing 
via Swagger
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