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SPD at NICA
𝑝↑𝑝↑: 𝑠 ≤ 27𝐺𝑒𝑉

𝑑↑𝑑↑: 𝑠 ≤ 13.5𝐺𝑒𝑉

𝑑↑𝑝↑: 𝑠 ≤ 19𝐺𝑒𝑉
U, L, T
|P|>70%

L ≤ 1032 cm−2s−1

SPD experiment will be used for a comprehensive study of the proton and deuteron
spin structure. Special attention will be paid to the study of the polarized and
unpolarized gluonic component in inclusive reactions of charmonia, open charm
and prompt photon production, and other spin-related phenomena in polarized
collisions of proton and deuteron beams at the center-of-mass energy up to 27 GeV
and luminosity up to 𝟏𝟎𝟑𝟐cm-2 s-1.

All combinations of polarization in colliding beams will be possible: 

LL,  TT, UU, UL, UT, LT

L – longitudinal
T – transversal
U - unpolarized



CONCEPT OF THE SPD PHYSICS PROGRAM
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Other 

physics

SPD - a universal 
facility for 

comprehensive study 
of gluon content in 

proton and deuteron 
at large x

Other spin-related

phenomena

Charmonia

Open charm

Prompt photons



SPD Conceptual Design Report

arXiv:2102.00442

CDR was presented on the meeting of the JINR Program Advisory Committee  
for particle physics on Jan, 18 by A. Guskov
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The next step is the Technical Design Report



SPD Physics Program

Accepted for publication to 
PPNP

arXiv:2011.15005
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SPD Physics Program

arXiv:2102.08477
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SPD Collaboration formation
— proto-collaboration meeting in June 2019 (Dubna)
— remote proto-Collaboration Board meeting 
27.10.2020
— remote proto-Collaboration Board meeting 
10.03.2021

about 30 institutes from 12 states
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DETECTOR: general overview
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ZDC

Charmonia

Prompt photons

Open charm

1 T

6 superconductive solenoidal coils

1 T

~4π



Tracking system
Vertex Detector 
Two variants:5 layers of DSSD

3 internal layers in barrel replaced by MAPS

Straw tracker Goals:
• Track reconstruction and momentum 

measurement
• Participation in PID via dE/dx

measurement
Requirements:
• Spatial resolution ~150 μm
• Low material budget
• Operation in magnetic field of about 1 

T

Goals:
• Reconstruction of secondary vertices for D-mesons decay
• Participation in track reconstruction and momentum measurement
Requirements:
• Spatial resolution <100 μm
• Low material budget
• Has to be installed as close as possible to the IP
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PARTICLE IDENTIFICATION SYSTEM
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Goals:
• π/K separation up to ~1.5 GeV
• K/p separation
• t0 determination
Requirements:
• Time resolution ~60-70 ps

TOF system
Aerogel-based PID

Goals:
• π/K separation up to 2.5 GeV range
Requirements:
• We should have enough light!

some R&D is still needed

Scintillator-basedmRPC-based



ELECTROMAGNETIC CALORIMETER
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Goals:
• Detection of prompt photons, photons from π0, η and 𝜒c decays
• Identification of electrons and positrons, participation in muon identification
Requirements:
• Granularity  ~4 cm
• Low energy threshold (~50 MeV)
• Energy resolution ∼ 5%/ 𝐸

18.6X0



RANGE (MUON) SYSTEM
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Goals:
• Muon identification
• Rough hadron calorimetry
Requirements:
• should have at least 4λI



Front-End electronics for free running DAQ

• Silicon vertex detector – TDC/ADC: few promising options is 
developing for PANDA front-end electronics. No final 
decision yet.  

• Electromagnetic calorimeter (SiPMs) – ADC: No final 
decision yet.

• Straw tracker:  iFTDC developed for COMPASS, NA64 is 
planned for SPD or VMM3 based TDC/ADC.

• Range system – TDC:   The SPD range system closely follows 
the design of the range system of PANDA, which is in a well-
advanced state. The digital part of the PANDA front-end 
electronics is very closed to what we want for the SPD-DAQ.
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Data flux was estimated for the maximum luminosity L = 1032 cm-2c-1

and maximum energy √s = 27 GeV.

Within simplified simulation and some safety margin the data flux is 
estimated as 20 GBytes/s.  

Bunch crossing each 80 ns; crossing rate 12.5 MHz, 
Collision rate ~3–4 MHz → 
Triggerless DAQ to avoid any hardware biases 

Estimation of raw data flow



Front-end electronics for the free-running DAQ-SPD

General FEE requirements from the DAQ system:

o Self-triggered (trigger-less) FEE operation

o Digitizing on-board

o Zero suppression

o Large memory to store the data accumulated in a time slice

o Timestamp included in the output format

Front-end electronics of the detectors has to meet the 
requirements of a free-running DAQ

L.Afanasyev, Workshop VIII on Streaming 
Readout, 28-30 April 2021
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Compatibility with DAQ (AMBER)
• Optic output 
• Protocols: S-link, Aurora, UCF
• White Rabbit input



In DAQ of SPD we are 
planning to employ the 
ideas developed for the 
modernized DAQ 
of COMPASS/AMBER by 
Igor Konorov group from 
the Technische
Universität of München 
(TUM). His conception  of 
SPD DAQ is accepted with 
minor modifications.
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Slow control accesses FE 
cards via the FE 
Conccentrators
using UDP-based IPBus
protocol.

FE Conccentrators retransmit 
clock signals to FEE and 
convert detector information 
to a high speed serial 
interface running over an 
optical link. 
UCF (Unified Communication 
Framework) protocol will be 
a standard high speed link 
protocol within the DAQ.
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The multiplexer (UDHmx) 
modules receive detector 
information via  serial links, 
verify consistency of data, 
and store them in DDR 
memories. 

The multiplexer is equipped 
with 32 GBytes of memory.

All accepted data are 
assembled in sub-slice and 
distributed to two switches.
Each multiplexer has a 
bandwidth of 2 GBytes/s.
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The switches (UDHsw) 
perform the final level of slice 
building and distribute the 
assembled slices to 20 (?) on-
line computers.

Finally, the continuous 
sequence of slices is built 
with Network Switch in each 
PCs 
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DAQ hardware
Mechanics: 
• 374 Front End Concentrators - VME 6U double width 12 inputs, 1

outputs
• 43 VME crates, 0.5kW → 9-10 racks
• Option with ATCA crates < 20  

Cables:
• From detectors to DAQ: 4436 optic links
• From DAQ to control room: 374 optic links (double), max 480 links 

Near detector

In barrack
3 VME crates (1kW)
20 DAQ computers  (1kW) → 3-4 racks 
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Migration to ATCA (Igor Konorov 08-02-2021)

ATCA Carrier Card :
• 4 DHmx/DHsw modules
• 4 Optical interface AMC cards
• 16 links between A B connectors
Rear interfaces
• 8 x Ethernet for IPBus
• USB for JTAG
• SFP+ for TCS interface + 1:8 fanout
Optical Interface AMC card
• 8 + 4 FireFly Transceivers
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Computer input / PCI Express buffer

• Based on commercial hardware
– Nereid Kintex 7 PCI Express
– Trenz FMC – SFP adapter
Kintex 7 XC7K160T FBG676

• 4x PCIe-Gen2 interface
• 4 GB DDR3 memory
• No dedicated TCS interface
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Time diagrams



•   D is a ne e  eri ental  roject at the NIC collider at JINR

intendin to study the s in structure of nucleon  ith  olarized  roton

and deutron bea s at √s u to 2  eV and at hi h lu inosity 

 ll  olarization  odes  ill be a ailable as  ell as co binations

of p↑p↑, d↑d↑ and p↑d↑ collidin bea s 

•  he   D detector is  lanned as a uni ersal  ulti ur ose 4π detector

includin the  erte detector, trac in syste , ti e-of-fli ht syste ,

electro a netic calori eter and  uon identif ication syste  

 he free-runnin D Q is foreseen for   D 

•  he   D  roject is o ened for ne ideas and collaborators 
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Some slides are provided by courtesy of Alexei Guskov

New participants are welcome!
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Thank you for attention


