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https://root.cern.ch/

“In the beginning there was only Chaos.” Then out of the void appeared ROOT
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FairRoot
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FairRoot
https://fairroot.gsi.de/

The FairRoot framework is an object oriented simulation, reconstruction and data analysis framework 
based on ROOT. It includes core services for detector simulation and offline analysis. The framework 
delivers base classes which enable the users to easily construct their experimental setup in a fast and 
convenient way. By using the Virtual Monte Carlo concept it is possible to perform the simulations using 
either Geant3 or Geant4 without changing the
user code or the geometry description.
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FairRoot structure

The basic idea of FairRoot is to provide a unified package with generic mechanisms to deal with most commonly used tasks 
in HEP. FairRoot allow the physicist to:

✗ Focus on physics deliverables while reusing pre-tested software components.

✗ Do not submerge into low-level details, use pre-built and well-tested code for common tasks.

✗ Allows physicists to concentrate on detector performance details, avoiding purely software

✗ engineering issues like storage, retrieval, code organization etc.
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mpd.jinr.ru
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MPD/BM@N/SPDRoot design
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Clustering in MPD TPC

The hit reconstruction 
algorithm contains the 
following main steps:

1) Searching for extended 
clusters in (Pad-Time) for 
each pad raw.

2) Searching for peaks in 
time-profile for each pad in 
the found extended 
cluster.

3) Combining the neighboring 
peaks into resulting hits.
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Tracking in MPD TPC
MpdRoot reconstruction. Tracking

TPC tracking efficiency

Efficiency of TOF matching

Momentum resolution

Primary vertex resolution
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Clustering in GEM

There are realistic hit finder in GEMs 

For the GEM stations procedure of 
the fake hits production is 
implemented
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 Event Display for the NICA experiments
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BM@N event data:
GEM points and reconstructed tracks 

MPD event data:
TPC hits and EMC towers 

AuAu Elab = 4.GeV

AuAu √sNN = 7.GeV

based on EVE package

Au-Au E = 4A GeV 
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GIT repository for NICA experiments

https://git.jinr.ru/
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GITEVERYDAY(7)                    Git Manual                    GITEVERYDAY(7)
NAME
       giteveryday - A useful minimum set of commands for Everyday Git
SYNOPSIS
       Everyday Git With 20 Commands Or So

   Examples
       Clone the upstream and work on it. Feed changes to upstream.

               $ git clone git://git.kernel.org/pub/scm/.../torvalds/linux-2.6 my2.6
               $ cd my2.6
               $ git checkout -b mine master (1)
               $ edit/compile/test; git commit -a -s (2)
               $ git format-patch master (3)
               $ git send-email --to="person <email@example.com>" 00*.patch (4)
               $ git checkout master (5)
               $ git pull (6)
               $ git log -p ORIG_HEAD.. arch/i386 include/asm-i386 (7)
               $ git ls-remote --heads http://git.kernel.org/.../jgarzik/libata-dev.git (8)
               $ git pull git://git.kernel.org/pub/.../jgarzik/libata-dev.git ALL (9)
               $ git reset --hard ORIG_HEAD (10)
               $ git gc (11)

           1. checkout a new branch mine from master.
           2. repeat as needed.
           3. extract patches from your branch, relative to master,
           4. and email them.
           5. return to master, ready to see what’s new
           6. git pull fetches from origin by default and merges into the
           current branch.
           7. immediately after pulling, look at the changes done upstream
           since last time we checked, only in the area we are interested in.
           8. check the branch names in an external repository (if not known).
           9. fetch from a specific branch ALL from a specific repository and
           merge it.
           10. revert the pull.
           11. garbage collect leftover objects from reverted pull.
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 The Unified Database for offline data processing
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BmnRoot / MpdRoot

configuration, calibration, parameter 
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Detectors databases
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E-log database
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Event generators → exp. data 
databases

✔ UrQMD
✔ QGSM
✔ PHSD

✔ Hybrid UrQMD
✔ vHLLE_UrQMD
✔ 3FD(Theseus)

32902 files
  ~ 106 events
    for each
interaction
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 MPD Run Control System
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ATLAS TDAQ Online Components
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Computing resources: LHEP
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Computing resources: LIT
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Thank for your attention
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